
 
Abstract — New method to construct automatic human tracking 

systems based on mobile agent technologies is discussed. In the 
proposed system, relationships between video camera nodes according 
to their locations become important problems. An algorithm to 
determine neighbor video camera nodes from deployed camera 
positions according to their view area is introduced. The proposed 
algorithm is utilized to generate the neighbor video camera 
information in automatic human tracking system. The automatic 
human tracking system is enhanced by the video monitoring system 
utilizing the mobile agent technologies. Mobile agent is suitable for 
distributed processing and parallel processing, since mobile agent can 
migrate and run on the distributed computers. In our system, one 
mobile agent is deployed for one tracking object. When a camera 
misses the object that one agent is tracking, the agent migrates to 
neighbor camera nodes. Here, we need to compute the neighbor 
camera nodes but its computation is very complicated due to their 
deployed positions and view area. In addition, the deployed position 
and the view area of each video camera change due to unexpected 
circumstances. In this paper, we propose a robust computation 
algorithm which is not influenced in any circumstances, and evaluate 
it. 

Keywords — Location matrix, adjacency matrix, automatic 
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I. INTRODUCTION

N recent years, video monitoring systems are deployed into  
many companies or public offices. Their video monitoring 

systems are efficient to track a suspicious person, however, 
their systems are not suitable to track two or more person 
simultaneously because of following problems: 
- In the conventional video monitoring systems, all the 

tracking is processed in one centralized server. This limits 
the number of people the system can track simultaneously 
because of its computational power; 

- When a suspicious person walks out of a camera view area, 
operators have to switch cameras to find the suspicious 
person. The operator may confuse which camera he/she 
changes to; 

- An operator cannot track a lot of people simultaneously 
because of his/her workload; 
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- To identify a person is difficult for an operator. 
A number of researches try to solve these problems. 

K.Terashita et.al. and Y.Kawaguchi et.al proposed in [1] and 
[2] using pan/tilt cameras to reduce the workload of operators. 
These approaches, however, do not consider the case of 
tracking numerous people. Efficient camera positioning at a 
particular monitoring station are discussed in [3],[4] and [5], 
however, these approaches require installing a lot of cameras. 
Image processing is important to identify a suspicious person 
and requires much computational power.  

In this paper, we propose a mobile agent-based system to 
track suspicious people. The mobile agent technologies are 
suitable for distributed processing and parallel processing, 
since mobile agents can transport agent programs and run on 
distributed computers. In our system, we deploy one mobile 
agent [6],[7] per one suspicious person. The mobile agent has 
the feature information of a tracking object, and migrates from 
a camera to a camera. Since the mobile agent runs on a camera, 
the mobile agent uses computational resource on that camera. 
This naturally actualizes load balancing, thus, enables to track 
numerous people simultaneously. We call our video monitoring 
system “Automatic Human Tracking System [8], [9]”. 

At the start of tracking, an operator generates a mobile agent 
that has the feature information of a suspicious person. The 
mobile agent migrates from a camera to a camera for tracking 
the suspicious person. When the mobile agent migrates to other 
camera, it has to know the information of neighbor cameras. 
Though the video cameras are connected on an IP network, it is 
difficult to determine neighbor video cameras on the IP 
network. Therefore, we connect the physical position of video 
camera with the IP address by using a system configuration file.  

The neighbor camera node (the neighbor camera is called 
“neighbor camera node” in this paper.) is determined by the 
location and view area of video cameras. In addition, the 
deployed position and the view area of each video camera 
would change due to unexpected circumstances. In this paper, 
we propose a robust computation algorithm that is not 
influenced by any circumstances, and evaluate it. 

  

II. AUTOMATIC HUMAN TRACKING SYSTEM

The overview of our automatic human tracking system is 
shown in Fig.1. Our system consists of an agent monitoring 
terminal, an agent management server, a video recording server, 
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video cameras and feature extraction servers.  
The agent monitoring terminal is used to generate a mobile 

agent that has the feature information of a suspicious person, 
the management of mobile agent locations, and for the display 
of pictures captured by video cameras. The agent management 
server records the agent’s tracking information, provides the 
agent status information to the agent monitoring terminal, and 
requests a video image to the video recording server. The video 
recording server records all video images and provides the 
images to the agent monitoring terminal by a request from the 
agent management server. The feature extraction server is set 
up by the video camera, analyzes the person image and extracts 
the feature information from the image.  

Fig. 1 System overview 

A mobile agent tracks a person by using feature information 
and the neighbor nodes information. The processing flow of the 
proposed system is as follows: 

1) The feature extraction servers analyze the person image 
and extract his/her feature information. 

2) The video recording server records video images captured 
by all video cameras from feature extraction servers. 

3) An operator selects a person that he/she wants to track on 
the screen of the agent monitoring terminal. 

4) An agent monitoring terminal generates a mobile agent 
with the mobile agent information including the feature 
information of the suspicious person. 

5) The mobile agent migrates to the feature extraction server 
and starts to track the suspicious person. 

6) When the mobile agent finds its tracking person through 
the feature extraction server, the mobile agent notifies it to 
the agent management server with information such as the 
video camera number, discovery time, and mobile agent 
identifiers.  

7) When the person moves out of the camera, the mobile 
agent migrates to neighbor camera nodes. 

By repeating from step 6) and 7), the mobile agent can track 
the suspicious person. 

III. ALGORITHM TO DETERMINE NEIGHBOR NODES

A. Problem on Determining Neighbor Video Cameras 

Cameras can be classified into fixed cameras and PTZ 
cameras. PTZ cameras have the functions of Pan, Tilt and 
Zoom, whereas fix cameras have only Zoom function. When a 

camera is panned, tilted or zoomed, the view area of the camera 
changes. Then, the camera may miss a suspicious person. 
Therefore, the change of the view area should be taken into 
consideration for the calculation of neighbor camera nodes. 
Furthermore, the view area of the camera may change 
frequently by pan, tile and/or zoom, so that, dynamic and faster 
calculation of neighbor camera nodes are required. 
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Fig.2 The view areas of a camera when the camera is tilted 

Fig. 2 shows the difference of a view area when a camera is 
tilted. The camera holds a suspicious person in the situation of 
Fig. 2 (a), but it misses the suspicious person after the camera is 
tilted, as shown in Fig. 2 (b). 

It is possible to calculate view area of all the ranges of Pan, 
Tilt, and Zoom as shown in Fig. 3. However, it requires high 
experiences and knowledge. 
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Fig.3 View area of all ranges of PTZ 

The algorithm proposed in this paper can determine the 
neighbor camera node without the influence of view area. In 
our algorithm, we calculate possible view area of when the 
camera is panned, tilted and/or zoomed, shown in Fig. 3. This 
calculation is difficult, but we elaborated it. Moreover, a 
definition of the information on the currently installed camera 
can be made intuitively.   

B. Overview of the Algorithm 

The algorithm to determine neighbor nodes in this paper uses 
a location matrix. We use two location matrices: one is location 
matrix M made from visible blocks and invisible blocks; the 
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other is location matrix X made from the view block of each 
camera. The visible, invisible, view blocks are defined as 
follows: 

Visible Block: Blocks in which people can walk are labeled 
as visible block.  

Invisible Block: Blocks in which people cannot walk are 
labeled as invisible block

View Block:  Blocks that a camera is viewing are labeled as 
view blocks. We represent view blocks as 
V={v1, v2 ,..., vp}. 

We also define a camera block to help the calculation of 
matrix X and M. 

Camera Block: A block in which a camera locates is 
labeled as camera block. We represent 
camera blocks as A={a1, a2,...,ap}. 

We put following constraints from above definitions: 
- All blocks are classified into visible blocks or invisible 

blocks;  
- One camera may have two or more view block; 
- A block can be both a camera block and a view block; 
- A block may be a view block of two or more cameras;
- If a camera block can also be a view block 
The algorithm to determine the neighbor nodes is as follows: 

1) A floor is divided into blocks, and each block is set up as a 
visible or an invisible block. Passages, entrances and so on 
are labeled as visible block. Other blocks are labeled as 
invisible blocks. 

2) Blocks in which a camera is set up are labeled as camera 
blocks. 

3) The view area of a camera is measured. Blocks that the 
camera is viewing are set as view blocks with the camera 
identifier. 

4) Location matrix M is made from visible and invisible 
blocks. 

5) Location matrix X is made from view blocks. 
6) We calculate location matrix Y from the location matrix M

and X. 
7) We can get an adjacency matrix by the multiplication of 

location matrix X and Y. The adjacency matrix shows the 
neighbor camera node information. 

Mobile agents know the neighbor camera nodes and can 
track their targeted suspicious person. 

Fig.4 Example of applied definitions and view area 

C. Consideration for Determination Algorithm 

Neighbor node determination algorithm can easily 
determine the neighbor video camera’s location without 
regarding to the influence of view distances and any 
modification of the information of the currently installed 
cameras. The modification information is set on the system that 
is expressed as a matrix using a diagram. The elements of a 
matrix are called as blocks, and blocks are used to compute 
neighbor video camera’s information in our algorithm. Blocks 
are defined as visible blocks, invisible blocks, camera blocks 
and view blocks. Camera blocks are the location of video 
cameras that are labeled as camera nodes. The blocks and nodes 
are defined as A = {a1, a2 , ...,  ap}. This block and node is also 

a server with video camera. View block nodes are defined as V 
= {v1, v2, ..., vq}. 

Figure 4 shows an example of these definitions applied and 
shows the view area of the video cameras. The algorithm 
accomplishes neighbor camera node determination by using 
location matrix. The algorithm uses three kinds of location 
matrix. The 1st is a location matrix M made from view blocks 
and invisible blocks. Element mij of matrix M is defined as (1). 

The 2nd is a location matrix X made from view blocks. Element 
Xij of matrix X is defined as (2). And the last is a location 

matrix Y made from the calculation results of location matrix M
and X. Element yij of matrix Y is defined as (3). The neighbor 

information for video cameras is calculated from the 
connection information of view blocks by using location matrix 
X and Y. 

ij = -1,  Invisible block.                                       (1) 

0, Visible block. 

xij = 1,  View block .                                                (2) 

0,  Not a view block. 

yij = 1,  There is a connection point with other cameras.  

(3) 
0,  There is no connection. 

The algorithm to determine the neighbor nodes is: 

1) Divide a floor into a number of blocks suitable for floor 
layout. 

2) Set visible block, invisible blocks, and camera blocks on 
the diagram as shown in Fig.4. 

3) Calculated view blocks from camera specifications. 
4) Generate a location matrix M from visible blocks and 

invisible blocks, and generate a location matrix X from 
view blocks for each camera. For example, in Fig. 4, the 
location matrix M is (4) and the location matrix X of 
camera a1 is (5). 

5) Calculate location matrix X’ which is the composition of 
all location matrix X except the target camera. 

6) Generate a location matrix Y by checking the location 
matrix X’ of the target camera. The example of camera a1
of Fig.4 is shown in (6). 
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7) Calculate neighbor’s adjacency matrix by multiplying 
location matrix and matrix Y. This neighbor’s adjacency 
matrix is the neighbor’s camera node information. The 
results of the example of Fig.4 are shown in Tables I. 

IV. EXAMINATION

We evaluate the proposed algorithm on the floor plan as 
shown in Fig.5. We assume each camera has three kinds of 
view distance. Figures 6 to 8 show the situation at each time 
period. The arrows connecting cameras show that the cameras 
are each others neighbors. The results on the evaluation are 
shown in Tables II, III and IV.  

The view area of the camera (a3) changes the left side in 
Fig.6 to the right side in Fig.7. As the result, the camera (a1) 
and the camera (a2) are connected, but the camera (a2) and the 
camera (a4) is disconnected. The view distance of the camera 
(a5) changes from Fig. 6 to Fig. 8. As the result, the camera (a1) 
and the camera (a2) are connected, but the camera (a2) and the 
camera (a4) is disconnected.  

Fig.5 Base floor plan for examination 

Fig. 6 Diagram A 

Fig. 7 Diagram B 

0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 1, 0, 0 
0, 0, 1, 0, 0, 0, 1, 0 

Y = (6) 

0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 0, 0, 0, 0, 0, 0 
0, 0, 1, 1, 1, 0, 0, 0 

X = (5) 

-1, -1, 0,-1,-1, 0,-1,-1 
-1, -1, 0,-1,-1, 0,-1,-1 
-1, -1, 0,-1,-1, 0,-1,-1 

0, 0, 0,  0, 0, 0, 0, 0 

M = (4) 

TABLE II
CALCULATED ADJACENCY MATRIX FOR DIAGRAM A 

E a1 a2 a3 a4 a5
a1 0 0 1 1 1
a2 0 0 1 1 1
a3 1 1 0 0 1
a4 1 1 0 0 1
a5 1 1 1 1 0

TABLE I 
CALCULATED ADJACENCY MATRIX

E a1 a2 a3 a4
a1 0 1 1 1
a2 1 0 0 0
a3 1 0 0 1
a4 1 0 1 0
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Fig. 8 Diagram C. 

V. CONCLUSION

In our system, the computation of image processing is 
distributed by using mobile agent technologies. Since the 
mobile agent tracks a target object automatically, the workload 
of an operator is reduced. For the automatic tracking, we 
proposed the algorithm that intuitively determines the neighbor 
nodes, even when various kinds of cameras are installed in the 
system. The algorithm considers the moving direction of a 
suspicious person and the view area of each camera. The 
evaluation results show mobile agents can migrate among 
camera nodes and efficiently track a suspicious people. 
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TABLE III 
CALCULATED ADJACENT MATRIX FOR DIAGRAM B 

E a1 a2 a3 a4 a5
a1 0 1 1 1 1
a2 1 0 1 0 1
a3 1 1 0 0 1
a4 1 0 0 0 1
a5 1 1 1 1 0

TABLE VI 
CALCULATED ADJACENCY MATRIX FOR DIAGRAM C 

E a1 a2 a3 a4 a5
a1 0 1 1 1 1
a2 1 0 1 0 1
a3 1 1 0 0 1
a4 1 0 0 0 1
a5 1 1 1 1 0
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