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ABSTRACT
This paper proposes two bypass methods to track a suspi-
cious person by mobile agent technologies. The proposed
methods are ”Recalculation Bypass Method” and ”Addi-
tional Calculation Bypass Method”. The proposed methods
utilizes the algorithm which was elaborated in the paper,
”An Algorithm to Determine Neighbor Nodes”[1]. The al-
gorithm is efficient in determining the next destination node
of the mobile agents. The mobile agents is operating on au-
tomatic human tracking system which is enhanced by video
surveillance system with mobile agent technologies. In the
automatic human tracking system, the video camera and
the server computer is treated as a single node. The video
camera captures a suspicious person and pass the informa-
tion to the server computer which it extracts the feature of
the person. If a server computer is broken, then a mobile
agent will loose track of the suspicious person. In the au-
tomatic human tracking system it is very important for the
mobile agent not to lose track. On such case the bypass
methods resolve two types of problem to ensure the track-
ing ability of the mobile agent. First problem is a logical
problem which occurs inside the system an example would
be a ”broken server” Second problem is a physical prob-
lem which occurs outside the system an example would be
a ”pathway being modified”. By utilizing the methods, the
system can continuously track the suspicious person even
on the uncertain cases.

KEY WORDS
Bypass Method, Mobile Agent, Human Tracking System,
Adjacent Matrix.

1 Introduction

In recent years, video surveillance system is utilized by
companies and public offices. Existing video surveillance
system is efficient in locating suspicious people. However
existing systems still has limited capabilities thus enhance-
ment is still required. On one case it can not be able to
locate a numerous number of people at a time and automat-
ically locate a particular person. In a conventional video
surveillance system the users are involved in a heavy work-
load. Since the user will be mostly involved in switching

from one video camera to the other, the number of suspi-
cious people to locate is limited. Identifying a person from
a numerous surveillance position also increases the work-
load of the user. In such cases it demands the user to care-
fully identify the person.

Some researches suggests solutions that solve the
problems. On one approach, in order to track a person the
use of a pan/tilt camera[2][3] is needed, thus the camera
will have to move in a synchronized motion. However on
this approach locating numerous people would be difficult.
On another approach, efficiently positioning a camera at
a particular surveillance station[4][5][6] was implemented.
On this approach in order to thoroughly install the camera
the process will need large resources. Such approach is not
applicable to an establishment with limited resources.

On these situations, identifying numerous people
through an image processing would be a better approach
and video camera can be installed easily. However it would
be inappropriate to use a single server when locating nu-
merous people, since the image processing will increase
server load. As such, a new type of system that will
identify and locate people is proposed. On this system,
the implementation of the mobile agent technologies[7][8]
is realized as one mobile agent per person. The mobile
agent technologies are suitable for distributed and paral-
lel processing, since mobile agent can transfer the copy
agents to predetermined server in the system. The mobile
agent technologies are more effective than the conventional
video surveillance system, assuming that a large number
of servers with video camera are freely installed. If one
mobile agent can track one person, then multiple mobile
agents can track numerous number of people at the same
time. And the server balances the load process of the op-
erating mobile agent on each video cameras. The video
surveillance system enhanced with mobile agent technolo-
gies is called ”Automatic Human Tracking System”[9][10].
In this system, a mobile agent tracks a person captured by a
video camera. Since the video camera along with the server
computer is deployed at the surveillance position, the video
camera and the server are treated as a single entity. When a
person is to be tracked, a mobile agent is generated for the
particular person. The mobile agent tracks the movement
of the person utilizing the neighbor camera/server location
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information,after verifying the feature of the person within
the server[11]. The neighbor camera/server location infor-
mation is determined utilizing the ”Algorithm to Determine
Neighbor Nodes”.

The system is effective in tracking numerous peo-
ple at the same time. However this system has a problem
in which the agent can not continuously track the person.
There are two situations that agent can not transfer to the
next location, these are the logical and the physical prob-
lem. On the case of a logical problem, this occurs inside
the system an example would be a ”broken server” And on
the case of a physical problem, this occurs outside the sys-
tem an example would be a ”pathway being modified”. As
such we propose these bypass methods to resolve the above
problems.

This paper is organized in 6 sections. Overviews of
automatic human tracking system and neighbor node de-
termination algorithm are introduced in Section 2 and 3.
The bypass method is described in Section 4. Then exami-
nation for the method is described in Section 5. Finally, in
Section 6, concluding remarks is described.

2 Automatic Human Tracking System

The system configuration of the automatic human tracking
system is shown in Fig.1. It assumes that the system is used
in a building, the user captures an image of the face and the
body of a person by the video camera, the user registers
the image into the system, and roaming person with un-
registered image can be recognized the building.

This system is composed of Agent Monitoring ter-
minal, Agent Management server, Video Recording server
and Feature Extraction server with video camera. The
Agent Monitoring terminal is used for registering the per-
son, for confirming the current location staying the agent,
and for displaying video of the captured person. The Agent
Management server records the agent’s tracking informa-
tion, provides the information to the terminal and requests
video image to the Video Recording server by an operation
from the terminal. The Video Recording server records all
video images and provides the images to the terminal by
request from the Agent Management Server. The Feature
Extraction server sets up by the video camera, analyzes the
person image and extracts the feature information from the
image. An agent tracks the person by using the feature in-
formation and the neighbor nodes information.

The processing flow of the proposed system is the fol-
lowing:

1. The Video Recording server records video images
from all video cameras at all time.

2. The user selects the person on the screen of the Agent
Monitoring terminal, and extracts the tracked person’s
feature information as electronic.

3. A mobile agent is generated for the person and reg-
istered as the mobile agent information including the

Figure1. System Configuration

feature information into the system.

4. The mobile agent deployed on the first Feature Extrac-
tion server begins pursuing the person.

5. When the mobile agent finds the person, the mobile
agent notifies the Agent Management server of the in-
formation such as the video camera number, the dis-
covery time, and the mobile agent identifiers first to
the Agent Management server.

6. When the person moves to the area of the next video
camera, the mobile agent transfers to the next video
camera near the person.

7. If the mobile agent finds the person, the mobile agent
notifies the Agent Management server of the informa-
tion as stated on step (5).

The mobile agent repeats the above process from step (5)
to (6) until the person goes out of a building.

3 Neighbor Node Determination Algorithm

3.1 A Problem on Determining Neighbor Video Cam-
eras

A scenario in which neighbor video camera location is
influenced by view distance is described in Fig.2. Fig.2
shows 3 diagrams portraying a floor plan with 4 video cam-
eras each. And view distances of each video camera are
different. It assumes that a person to be pursued starts to
move from the location of video camera A. The neighbor
of video camera A in object (a) of Fig.2 is video camera B
and, not C and D. In object (a) of Fig.2, video camera C
and D are not considered as the neighbors of video camera
A, because video camera B blocks the view of video cam-
era C and D. And the pursued person can be captured at an
earlier time on video camera B. But in the case of object (b)
of Fig.2, the neighbors of video camera A are video camera
B and C but not camera D. Thus neighbor video camera’s
location indicates the difference by view distance of video
camera. The case of object (c) in Fig.2 is more compli-
cated. The neighbors of video camera A in object (c) of
Fig.2 are video camera B, C, and D. And video camera B is
not considered as the neighbor of video camera C. It is be-
cause video camera A exists as the neighbor between video
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Figure2. Example that view distance influences

camera B and C. When it is assumed that a person move
to D from A, the person is sure to be captured by video
cameras in order of video camera A, B, A, and C.

This scenario indicates that the definition of“ neigh-
bor”cannot be determined clearly because the determi-
nation of the neighbor definition is influenced from the
change of view distance and it becomes more complicated
as the number of video cameras increases.

3.2 Overview of the Algorithm

The algorithm developed can easily determine the neighbor
video camera’s location without the influence of view dis-
tance and modification of the information of the currently
installed camera. The modification information is set on
the system to compute neighbor video cameras on the dia-
gram, which is expressed as graph. Node is used to com-
pute neighbor video camera’s information in this algorithm.
The nodes are defined as followings:

Camera Node: the location of video camera is labeled
as camera node and the nodes are defined asA =
{a1, a2, ..., ap}. This node is also a server with video
camera.

Non-camera Node: the nodes are defined asV =
{v1, v2, ..., vq}. Conditions of a non-camera node are
stated below:

• Either of crossover, corner, terminal of pathway.

• The position where video camera is installed.

• The end point of the view distance of video camera.

In addition, the point where the above conditions are
overlapped is treated as one node. When the view distance

Figure3. Figure that sets non-camera nodes

Figure4. Graph of Fig.3

of the video camera reaches non-camera node, the non-
camera node is defined as the neighbor of the camera node.
When two non-camera nodes are next to each other on a
course, it is defined that those nodes are neighbors. Fig.3
shows the example of applying these definitions and shows
view distance of video camera.

The algorithm uses adjacent matrix. Two kinds of the
adjacent matrix are needed in the algorithm. One is adja-
cent matrixX made from camera nodes’ location as rows
and non-camera nodes’ location as columns. Another one
is adjacent matrixY made from non-camera nodes’ loca-
tion as rows and columns. The neighbor information of
video camera is calculated from the connection informa-
tion of non-camera node by using adjacent matrixX and
Y . However, neighbor information is miscalculated in a
special condition. Therefore, when the non-camera node
that crosses each other the view distance of two or more
video camera exists mutually, it is necessary to break the
connection between those nodes. It explains details in the
definition of adjacent matrixY .

The below is the algorithm to determine neighbor
nodes:

1. Set camera nodes and non-camera nodes on the dia-
gram.

2. Generate adjacent matrixX from camera nodes’ lo-
cation and non-camera nodes’ location, and generate
adjacent matrixY from non-camera nodes’ location.
Adjacent matrixX indicates that rows are camera
nodes and columns are non-camera nodes. Adjacent
matrix Y indicates that rows and columns are non-
camera nodes, which generate adjacent matrixY to
resolve an overlap problem of view distance between
video cameras.
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Table 1. Adjacent MatrixX with Camera Nodes and Non-
camera Nodes

X v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
a1 1 0 0 0 0 0 1 1 0 0 0 0 0
a2 0 1 0 0 0 0 1 0 0 0 0 0 0
a3 0 0 1 0 0 0 0 1 0 0 0 0 0
a4 0 0 0 1 0 0 0 0 1 0 0 0 0
a5 0 0 0 0 1 0 0 0 0 1 0 0 0
a6 0 0 0 0 0 1 0 0 0 0 1 0 0

Table 2. Adjacent MatrixY with Non-camera Nodes and
Non-camera Nodes

Y v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
v1 0 0 0 0 0 0 1 0 0 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0 0 0
v5 0 0 0 0 0 0 0 0 0 1 0 0 0
v6 0 0 0 0 0 0 0 0 0 0 1 0 0
v7 1 1 0 0 0 0 0 1 0 0 0 0 0
v8 0 0 1 0 0 0 1 0 0 0 0 0 1
v9 0 0 0 1 0 0 0 0 0 0 0 0 1
v10 0 0 0 0 1 0 0 0 0 0 0 1 0
v11 0 0 0 0 0 1 0 0 0 0 0 1 0
v12 0 0 0 0 0 0 0 0 0 1 1 0 1
v13 0 0 0 0 0 0 0 1 1 0 0 1 0

3. Calculate adjacent matrixX ′ andY ′ by excluding un-
necessary non-camera nodes from adjacent matrixX
andY .

4. Calculate neighbor’s location matrix by multiplying
adjacent matrix and transposed matrixX ′T . This
neighbor’s location matrix is the neighbor’s nodes in-
formation.

Unnecessary non-camera node is a non-camera node
in which it has no camera node as a neighbor. Adjacent ma-
trix X ′ andY ′ are computed without unnecessary nodes,
and using the procedure shown later. It would be better
to include the unnecessary nodes in the diagram from the
beginning. Since the risk of committing an error will be
higher as the diagram becomes larger, we include the un-
necessary nodes from the beginning and remove them at
the end.

3.3 Determination Algorithm

The diagram of Fig.3 is expressed in Fig.4 as graph. In
Fig.4, adjoining nodes are connected with the line. Table
1 is the adjacent matrixX that was digitalized based on
Fig.4 and Table 2 is the temporary adjacent matrixY that
was digitalized based on Fig.4 before satisfying all condi-
tions. Table 3 is the adjacent matrixY which conditions
are satisfied after all.

Table 1 is the adjacent matrixX consisted ofp rows
q columns, in which|A| = p and|V | = q. Elementxij is

Table 3. Adjacent MatrixY with Non-camera Nodes and
Non-camera Nodes

Y v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
v1 0 0 0 0 0 0 1 0 0 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0 0 0
v5 0 0 0 0 0 0 0 0 0 1 0 0 0
v6 0 0 0 0 0 0 0 0 0 0 1 0 0
v7 1 1 0 0 0 0 0 0 0 0 0 0 0
v8 0 0 1 0 0 0 0 0 0 0 0 0 1
v9 0 0 0 1 0 0 0 0 0 0 0 0 1
v10 0 0 0 0 1 0 0 0 0 0 0 1 0
v11 0 0 0 0 0 1 0 0 0 0 0 1 0
v12 0 0 0 0 0 0 0 0 0 1 1 0 1
v13 0 0 0 0 0 0 0 1 1 0 0 1 0

defined as (1) in adjacent matrixX .

xij =


1 There is the line which links camera nodeai

and non-camera nodevj .

0 Other.

(1)

Table 2 is the adjacent matrixY consisted ofq rows
q columns, in which|V | = q. Elementyij is defined as (2)
in adjacent matrixY before satisfying all conditions.

yij =


1 There is the line which links camera nodevi

and non-camera nodevj .

0 Other.

(2)

Consider the problem of (c) in Fig.2 with Fig.3. Video
cameras,a2 anda3, have same problem in Fig.3. When
paying attention to non-camera nodes,v7 and v8, here,
these nodes are adjacent with plural cameras. This consists
equations that summation of columnv7 in X and summa-
tion of columnv8 in X are larger than1, if the adjacent ma-
trix X is used. Andy78 = y87 = 1 also consists because
neighbor ofv7 is v8, if the adjacent matrixY . In this case,
the neighbor relationship of non-camera nodes,v7 andv8,
can be cut, and the neighbor relationship of camera nodes,
from a1 to a3, and non-camera nodes,v7 andv8, can be left
if it is assumedy78 = y87 = 0.

If the conditions (3) are satisfied, then elementyij and
elementyji is replaced asyij = yji = 0.

m∑
n=1

xni ≥ 1

m∑
n=1

xnj ≥ 1

yij = yji = 1

(3)

Table 3 is the adjacent matrixY that satisfies the con-
ditions (3) and resolved the problem of (c) in Fig.2. Sum-
mation of column ofv7 and summation of column ofv8

each other in adjacent matrixX are lager than1. Therefore
y78 andy87 are replaced by0.
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Figure 5. Two camera nodes via one non-camera node

Figure 6. Camera node and non-camera node via one non-
camera node

Matrix Z is made from transposed matrixX . It is
possible to consider thatxij indicates neighbor from cam-
era nodeai to non-camera nodevj , andzji indicates neigh-
bor from non-camera nodevj to camera nodeai. There-
fore,xij × zji = 1.

Next considering the case as shown on Fig.5, the cam-
era nodeai is neighbor to camera nodeaj via non-camera
nodevn.

The relation between camera nodeai and non-camera
nodevn consists ofxin = 1 and the relation between non-
camera nodevn and camera nodeai consists ofznj = 1.
In addition, it is considered thatxin × znj = 1 consists, if
camera nodeai can reach camera nodeaj via non-camera
nodevn. Therefore, it is possible to derive the relation be-
tween cameraai and cameraaj with the above arithmetic
expression, and it is possible to define that camera nodeai

is neighbor to camera nodeaj . If it is assumed that the el-
ementbij of adjacent matrixB indicates relation between
camera nodeai and camera nodeaj , the arithmetic expres-
sion via non-camera nodevn(n = 1, ...,m) is possible to
be expressed as (4). However, ifi = j consists, then it
makesbij = 0 because neighbor relation asi = j indicates
neighbor to camera itself.

bij =
m∑

n=1

xinznj

{
≥ 1 ai is adjacent toaj

= 0 ai is not adjacent toaj

(4)

Considering the case in Fig.6, camera nodeai is
neighbor to non-camera nodevj via non-camera nodevn.

The relation between camera nodeai and vn con-
sists of xin = 1 and the relation between non-camera
nodevn and non-camera nodevj consists ofyjn = 1 and
transposedyjn is also1. In addition, it is considered that
xin × yjn = 1 consists, if camera nodeai can reach non-
camera nodevj via non-camera nodevn. Therefore, it is
possible to derive the relation between camera nodeai and
non-camera nodevj with the above arithmetic expression,
and it is possible to define that camera nodeai is a neighbor
to non-camera nodevj . If it is assumed that adjacent ma-
trix elementcij indicates relation between camera nodeai

and non-camera nodevj , the arithmetic expression via non-
camera nodevn(n = 1, ...,m) is possible to be expressed

Figure 7. Two camera nodes via two non-camera nodes

Figure 8. Graph that non-camera nodes are looped

as (5).

cij =
m∑

n=1

xinyjn

{
≥ 1 ai is adjacent tovj

= 0 ai is not adjacent tovj

(5)

Considering the case on Fig.7, the camera nodeai is
a neighbor to camera nodeaj via two non-camera nodes,
vn andvm.

If it is assumed that the element of adjacent matrixD
is dij , it is possible to derive (6) under applying the result
of Fig.6.

dij =
m∑

n=1

cinznj

{
≥ 1 ai is adjacent toaj

= 0 ai is not adjacent toaj

(6)

Then the above, when it calculates adjacent matrixE
via n or more nodes, it can use (7).

E = X(Y )n−1XT

{
≥ 1 ai is adjacent toaj

= 0 ai is not adjacent toaj

(7)

When It is considered the value ofn on the above (7),
it is difficult to decide whether or not the non-camera nodes
aren, and in the case where it belongs to a loop, as shown
in Fig.8. If there is no existence of a loop, the problem will
not occur. Then adjacent matrixX ′ andY ′ are computed so
that a diagram may be constituted from camera nodes and
non-camera nodes without unnecessary non-camera nodes.
Fig.9 is the graph re-calculated from Fig.3.

3.4 Removing of Unnecessary Non-Camera Node

Consider the adjacent matrixX ′ , Y ′ computed without
unnecessary non-camera nodes. Unnecessary non-camera
nodes are nodes that are not connected from any camera
nodes. The matrix is calculated with the following proce-
dure.

In the case of the adjacent matrixX , the procedure is
stated below:
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Figure9. Graph without unnecessary non-camera nodes

Table 4. Unnecessary Nodes in Adjacent MatrixX

X v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
a1 1 0 0 0 0 0 1 1 0 0 0 0 0
a2 0 1 0 0 0 0 1 0 0 0 0 0 0
a3 0 0 1 0 0 0 0 1 0 0 0 0 0
a4 0 0 0 1 0 0 0 0 1 0 0 0 0
a5 0 0 0 0 1 0 0 0 0 1 0 0 0
a6 0 0 0 0 0 1 0 0 0 0 1 0 0

• Searchesunnecessary non-camera nodevn in which
camera node is not neighbor.

• Removes the column of the nodevn.

The adjacent matrixX ′ is computed from the adjacent
matrixX without the unnecessary nodes.

When the data on Table 1 is considered as an exam-
ple, the unnecessary non-camera nodes will be highlighted
as shown on Table 4. The columnsv12 andv13 represent
the unnecessary non-camera nodes, and adjacent matrixX ′

become as Table 5.
In the case of adjacent matrixY , non-camera nodevn

is extracted to compute adjacent matrixX ′ . The procedure
is stated below:

• Determine unnecessary non-camera nodevn from ad-
jacent matrixX .

• Perform an OR operation on adjacent matrixY using
the column of unnecessary non-camera nodevn from
adjacent matrixX and the columns of the neighbor
nodesvn.

• Perform an OR operation on adjacent matrixY using
the row of unnecessary non-camera nodevn from ad-
jacent matrixX and the row of the neighbor nodesvn.

Table 5. Adjacent MatrixX ′

X′ v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
a1 1 0 0 0 0 0 1 1 0 0 0
a2 0 1 0 0 0 0 1 0 0 0 0
a3 0 0 1 0 0 0 0 1 0 0 0
a4 0 0 0 1 0 0 0 0 1 0 0
a5 0 0 0 0 1 0 0 0 0 1 0
a6 0 0 0 0 0 1 0 0 0 0 1

Table 6. Unnecessary Nodes in Adjacent MatrixY

Y v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
v1 0 0 0 0 0 0 1 0 0 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0 0 0
v5 0 0 0 0 0 0 0 0 0 1 0 0 0
v6 0 0 0 0 0 0 0 0 0 0 1 0 0
v7 1 1 0 0 0 0 0 0 0 0 0 0 0
v8 0 0 1 0 0 0 0 0 0 0 0 0 1
v9 0 0 0 1 0 0 0 0 0 0 0 0 1
v10 0 0 0 0 1 0 0 0 0 0 0 1 0
v11 0 0 0 0 0 1 0 0 0 0 0 1 0
v12 0 0 0 0 0 0 0 0 0 1 1 0 1
v13 0 0 0 0 0 0 0 1 1 0 0 1 0

Table 7. Inherited Result from Table 6

Y v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11 v12 v13
v1 0 0 0 0 0 0 1 0 0 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0 0 0
v5 0 0 0 0 0 0 0 0 0 1 0 0 0
v6 0 0 0 0 0 0 0 0 0 0 1 0 0
v7 1 1 0 0 0 0 0 0 0 0 0 0 0
v8 0 0 1 0 0 0 0 1 1 1 1 1 1
v9 0 0 0 1 0 0 0 1 1 1 1 1 1
v10 0 0 0 0 1 0 0 1 1 1 1 1 1
v11 0 0 0 0 0 1 0 1 1 1 1 1 1
v12 0 0 0 0 0 0 0 1 1 1 1 1 1
v13 0 0 0 0 0 0 0 1 1 1 1 1 1

• Remove the row and column of the nodevn.

The adjacent matrixY ′ is computed from the adjacent
matrixY without the unnecessary nodes.

When Table 3 is considered as an example, the un-
necessary non-camera nodes will be highlighted as shown
on Table 6. The inherited result is Table 7. The rows
and columns ofv13 andv14 represent the unnecessary non-
camera nodes. And the adjacent matrixY ′ becomes Table
8. It makesy′

ij(i = j) to 0, because neighbor relation as
i = j indicates neighbor to itself.

Table 8. Adjacent MatrixY ′

Y ′ v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
v1 0 0 0 0 0 0 1 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0
v5 0 0 0 0 0 0 0 0 0 1 0
v6 0 0 0 0 0 0 0 0 0 0 1
v7 1 1 0 0 0 0 0 0 0 0 0
v8 0 0 1 0 0 0 0 1 1 1 1
v9 0 0 0 1 0 0 0 1 1 1 1
v10 0 0 0 0 1 0 0 1 1 1 1
v11 0 0 0 0 0 1 0 1 1 1 1
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3.5 Neighbor Node Matrix

It is possible to derive neighbor definition as (8) from the
result of the foregoing paragraphs. However, ifi = j then
eij = 0 in matrix E because neighbor relationi = j indi-
cates being neighbor to camera itself.

E = X ′(Y ′)n−1X ′T
{
≥ 1 ai is adjacent toaj

= 0 ai is not adjacent toaj

(8)

4 Bypass Methods

Two types of bypass methods are described. First method is
called ”Recalculation Bypass Method”, mobile agent recal-
culates neighbor node information excepting broken cam-
era nodes and utilizing the ”Algorithm to Determine Neigh-
bor Nodes”. The features of this method are: recalculated
neighbor node information which is very simple and mo-
bile agent can bypass broken camera nodes utilizing the
information. Second method is called ”Additional Calcu-
lation Bypass Method”, mobile agent searches next neigh-
bor nodes with a coefficient asn ≥ 3 in the equation(8)
utilizing the ”Algorithm to Determine Neighbor Nodes”.
The features of this method are: mobile agent can find next
neighboring camera nodes via n non-camera nodes and mo-
bile agent is possible to utilize the information when a path-
way is being modified.

It is important to consider situations on where these
methods can be used efficiently. Then, consider the situa-
tion where mobile agent need a bypass. First case is on the
shutdown event or the failure event of a camera node and
network. And on second case, the situation of the pathway
being modified.

Considering the first case. It is separated in two cases:
camera node problems and network problems. In the case
of camera node problems, there are two kinds of situation.

• Camera node is broken before agent will transfer.

• Camera node is broken while agent is transferring.

However, as for mobile agent, the above situations seems
to be the same. Because the difference between the above
situation is not understood by the agent during the failure
of transfer. Therefore the situation on where the camera
node failed while the agent is transferring is considered to
be the same as in the situation of a failed camera node.

In the case of network problems, it is one important
element to determine how mobile agent re-detect a lost
track, when the failed network returns normally. Because
mobile agent can not transfer anywhere in the case of failed
network. When the failed network returns normally, mo-
bile agent can continue tracking the person on the case the
mobile agent can detect the person on the camera node.
However, on the case that the mobile agent cannot detect
the person it has to re-detect at the previous camera node to
continue tracking. Therefore, in this case bypass methods
is not applicable because it is considered as a topic of other
research and research unto it is being done.

Then, Recalculation Bypass Method is applied only
in the first sub-case as described in the following.

Next, considering the second case. It is assumed that
a temporary detour was prepared for the modification of the
pathway. For instance, it is assumed that a pathway through
a room is prepared temporarily. When the pathway is be-
tween the camera nodes to where a mobile agent transfer, a
problem will not occur. A mobile agent will fail to track the
suspicious person if the pathway is not between the camera
nodes unto which the mobile agent transfers next. In such a
situation, when the pathway of the detour is clearly recog-
nized, Recalculation Bypass Method can be utilized. How-
ever, if a pathway of the detour is suddenly established and
no system user is aware about it, then Additional Calcula-
tion Bypass Method is utilized. On this method it can com-
pute neighbor camera node via n next non-camera nodes.

4.1 Recalculation Bypass Method

Recalculation Bypass Method is the method being utilized
by the mobile agent to recalculate the neighbor node with-
out the broken camera node utilizing the ”Algorithm to De-
termine Neighbor Nodes”. The procedure is as follows.

1. Generate new adjacent matrixX ′ .

(a) Remove the row of the broken camera node from
the adjacent matrixX .

(b) Remove the column of the unnecessary nodevn

from the adjacent matrixX if the total sum of
columnvn is 0.

2. Generate new adjacent matrixY ′ .

(a) Determine the column of unnecessary nodevn

from the adjacent matrixX .

(b) Perform an OR operation on adjacent matrixY
using the column of unnecessary nodevn from
the adjacent matrixX and the columns of the
neighbor nodes ofvn.

(c) Perform an OR operation on adjacent matrixY
using the row of unnecessary nodevn from the
adjacent matrixX and the rows of the neighbor
nodes ofvn.

(d) Remove the row and the column of the unneces-
sary nodevn from the adjacent matrixY .

3. Calculate neighbor node information with a coeffi-
cient ofn = 2 utilizing the equation as shown in (8)

4. Transfer the mobile agents to the neighbor nodes uti-
lizing the result of the above calculation.

4.2 Additional Calculation Bypass Method

Additional Calculation Bypass Method is the method being
utilized by the mobile agent to search next neighbor nodes
with a coefficient ofn ≥ 3 as shown in the equation (8) and
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Table 9. Adjacent MatrixX ′

X′ v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
a2 1 0 0 0 0 1 0 0 0 0
a3 0 1 0 0 0 0 1 0 0 0
a4 0 0 1 0 0 0 0 1 0 0
a5 0 0 0 1 0 0 0 0 1 0
a6 0 0 0 0 1 0 0 0 0 1

Table 10. Adjacent MatrixY ′

Y ′ v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
v2 0 0 0 0 0 1 0 0 0 0
v3 0 0 0 0 0 0 1 0 0 0
v4 0 0 0 0 0 0 0 1 0 0
v5 0 0 0 0 0 0 0 0 1 0
v6 0 0 0 0 0 0 0 0 0 1
v7 1 0 0 0 0 0 1 0 0 0
v8 0 1 0 0 0 1 0 1 1 1
v9 0 0 1 0 0 0 1 0 1 1
v10 0 0 0 1 0 0 1 1 0 1
v11 0 0 0 0 1 0 1 1 1 0

utilizing the ”Algorithm to Determine Neighbor Nodes”.
The procedure is as follows.

1. Calculate the neighbor nodes with a coefficient ofn ≥
3 utilizing the equation as shown in (8)

2. Transfer the mobile agents to the neighbor nodes ex-
cept the broken node utilizing the result of the above
calculation.

5 Examination

In the examination of the two kinds of method, it was ver-
ified whether the mobile agent can track a suspicious per-
son.

Detailed results of the examination are described in
the following sub sections.

5.1 Examination Results of Recalculation Bypass
Method

The condition of the examination is described below.

• Camera nodea1 in Fig.3 is broken.

• A suspicious person is moving from camera nodea6

to camera nodea2

Adjacent matrixX ′ and Y ′ is calculated from the
above conditions. Result of the computation is shown in
Table 9 and Table 10.

Result of the computation of neighbor node informa-
tion E exceptinga1 is shown in Table 11.

a3, a4 and a5 are candidate destinations excepta1

from a6 to a2 based from the result. Examining the results
a mobile agent can continuously track a suspicious person
in the automatic human tracking system.

Table 11. Neighbor Node InformationE

E a2 a3 a4 a5 a6
a2 0 1 0 0 0
a3 1 0 1 1 1
a4 0 1 0 1 1
a5 0 1 1 0 1
a6 0 1 1 1 0

Table 12. Adjacent MatrixX ′

X′ v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
a1 1 0 0 0 0 0 1 1 0 0 0
a2 0 1 0 0 0 0 1 0 0 0 0
a3 0 0 1 0 0 0 0 1 0 0 0
a4 0 0 0 1 0 0 0 0 1 0 0
a5 0 0 0 0 1 0 0 0 0 1 0
a6 0 0 0 0 0 1 0 0 0 0 1

Table 13. Adjacent MatrixY ′

Y ′ v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 v11
v1 0 0 0 0 0 0 1 0 0 0 0
v2 0 0 0 0 0 0 1 0 0 0 0
v3 0 0 0 0 0 0 0 1 0 0 0
v4 0 0 0 0 0 0 0 0 1 0 0
v5 0 0 0 0 0 0 0 0 0 1 0
v6 0 0 0 0 0 0 0 0 0 0 1
v7 1 1 0 0 0 0 0 0 0 0 0
v8 0 0 1 0 0 0 0 1 1 1 1
v9 0 0 0 1 0 0 0 1 1 1 1
v10 0 0 0 0 1 0 0 1 1 1 1
v11 0 0 0 0 0 1 0 1 1 1 1

5.2 Examination Results of Additional Calculation
Bypass Method

The condition of the examination is described below.

• The pathway between non-camera nodev7 andv8 in
Fig.3 is a pathway being modified.

• A temporary detour is established near the pathway.

• A suspicious person is moving from camera nodea6

to camera nodea2

Adjacent matrixX ′ and Y ′ is calculated from the
above conditions. Result of the computation is shown in
Table 12 and Table 13.

Result of the computation of neighbor node informa-
tion E is shown in Table 14 utilizing the equation as shown
in (8) .

a1, a3, a4 anda5 are candidate destinations froma6

to a2 base from the result. It is possible to assume thata1 is
adjacent toa6 when a detour is established betweenv7 and
v8. Examining the results a mobile agent can continuously
track a suspicious person in the automatic human tracking
system.
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Table 14. Neighbor Node InformationE

E a1 a2 a3 a4 a5 a6
a1 0 3 4 3 3 3
a2 3 0 0 0 0 0
a3 4 0 0 4 4 4
a4 3 0 4 0 4 4
a5 3 0 4 4 0 4
a6 3 0 4 4 4 0

6 Conclusion

On the situations where a camera node is broken and a path-
way is being modified, a mobile agent can continuously
track the suspicious person utilizing the bypass methods.

Furthermore on the case of more than two broken
camera nodes and tracking of more than two suspicious
people was simulated in automatic human tracking sys-
tem simulator software which was developed. The simula-
tor software was developed and intended to simulate large
count of camera nodes in the automatic human tracking
system.

Based from the test result, two kinds of bypass meth-
ods are efficient in bypassing a broken camera node and
a pathway being modified. In addition mobile agents can
track numerous number of people at the same time by using
the bypass method in the automatic human tracking system.

We are researching the lost track re-detection func-
tion and quick feature extraction of the person captured by
video camera as a consideration in a more advanced track-
ing system. If the lost track re-detection function is com-
bined with the bypass methods, the bypass methods will
be more efficient. A lost track re-detection function will
detect the suspicious person being tracked on the case the
mobile agent lost track of the person. With such function
the automatic human tracking system will be more stable.

In the near future, we will propose the lost track re-
detection function.
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